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Abstract. The current sensor networks are assumed to be designed for specific applications, having data communication protocols strongly
coupled to applications. The future sensor networks are envisioned as comprising heterogeneous devices assisting to a large range of
applications. To achieve this goal, a new architecture approach is needed, having application specific features separated from the data
communication protocol, while influencing its behavior. We propose a Web Services approach for the design of sensor network, in which
sensor nodes are service providers and applications are clients of such services. Our main goal is to enable a flexible architecture in which
sensor networks data can be accessed by users spread all over the world.
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1. Introduction17

Many scientific applications require the acquisition of precise18
data measurements over time for a large geographic region19
of interest. While these measurements can sometimes be ac-20
complished at a distance using remote sensing techniques, it21
is often necessary to collect data using in-situ sensing, where22
sensors are placed directly in the target area [29]. There al-23
ready exists this kind of environmental sensor in operation, as24
for example the system developed for NASA for monitoring25
the lands of Mars [29]. Although such system can carry out26
multiple measures, its capability is limited to collect spatial27
and temporal discrete events. The next step in the area of en-28
vironmental sensing is to be able to capture geographically29
distributed measurements simultaneously for long periods of30
time. One potential solution for such application scenario is31
the design of large multi-point sensor networks comprised of32
nodes with sensing, processing (elementary) and communi-33
cation capabilities. Such systems can use hundreds or thou-34
sands of sensor nodes, interconnected by a wireless network35
and play the role of a highly parallel, accurate and reliable36
data acquisition system.37

Typically, sensors are devices wich bare limited energy and38
processing capabilities, deployed in an ad-hoc fashion, and39
they have to operate unattended, since it is unlikely to handle40
a large number of nodes in remote, possibly inaccessible lo-
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cations. Therefore, energy saving is a crucial requirement for 41
such an environment. 42

Sensors data are transmitted from multiple acquisition 43
sources toward one or more processing points, which may 44
be connected to external networks. Since sensors monitor a 45
common phenomenon, it is likely that significant redundancy 46
among data generated from different sensors would appear. 47
Such redundancy can be exploited to save transmission en- 48
ergy, throughout filtering and data aggregation procedures in- 49
network. To save further energy, the short-range hop-by-hop 50
communication is preferred over the direct long-range com- 51
munication to the final destination. Thus, nodes send their 52
own data and their neighbors’ data through paths, preferably 53
optimized, to some exit point in the network. 54

For some classes of applications, such as environmental 55
monitoring, the aggregated information from multiple nodes 56
in a geographical area of interest is more important than data 57
from an individual node. Other applications, such as parking- 58
lot networks, can require the identification of individual nodes. 59
Regardless the class of application, it is more useful to hava 60
nodes identified by the type of sensor device (data type) or 61
by their geographical location. Several works [13,16] have 62
suggested the use of data-centric naming systems, instead of 63
traditional address-centric schemes, like IP. In the data-centric 64
approach, nodes are addressed by attributes, such as the type of 65
data they provide, or by their interest in some type of sensing 66
data. 67

Current works [3,13,15,16] consider sensor networks as 68
being designed for specific applications, with data communi- 69
cation protocols strongly coupled to the application. In fact, 70
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the network requirements, organization, and routing behavior71
change according to the application. In spite of the application72
specific behavior of the current sensor networks, many authors73
[22] envision the future sensor networks as being composed of74
heterogeneous sensor devices and assisting to a large range of75
applications, for different groups of users. To achieve this goal,76
a new architectural approach is needed, in which application77
specific requirements are separated from the data dissemi-78
nation functions. In such architecture, the components should79
be loosely coupled, having well defined interfaces. To achieve80
energy efficiency, applications should be able to dynamically81
change the network behavior. However, these changes should82
be expressed in a powerful and flexible way, through a com-83
mon protocol, preferably accepted as a ubiquitous standard.84
Such features will allow the design of networks to be inde-85
pendent from the applications that will use them.86

We propose a service approach for the design of sensor87
networks. Services are defined as the data provided by sensor88
nodes and the applications (for instance, a filtering program)89
to be executed on those data. Clients access the sensor network90
by submitting queries to those services.91

Services are published and accessed by using by using92
the Web services technology [4]. By adopting the Web Ser-93
vices paradigm, we propose a novel architecture for sensor94
networks, in which the Web Services Description Language95
(WSDL) [31] is used to describe data and functionalities of96
sensor nodes. Sink nodes are Web Services that offer a stan-97
dard interface for accessing services which are provided by98
the network. Queries submitted by user applications are ac-99
complished through such an interface.100

WSDL is an XML-based language (Extensible Markup101
Language [33]) used for describing services available on the102
Web, named Web services, in a standardized way. In the same103
way as middleware systems like COM [18] and CORBA [19]104
use interfaces, a WSDL document is a contract between ser-105
vice providers and their clients.106

Web Services builds on SOAP [37] protocol’s capability for107
distributed, decentralized network communication by adding108
new protocols and conventions that expose users functions to109
interested parties over the Internet from any Web-connected110
service [4]. Any software component or application can be ex-111
posed as Web services so that it can be discovered and used by112
another component or application. One important point is that113
a Web Service, despite of its name, needs not necessarily exist114
on the World Wide Web. A Web Service can live anywhere115
on the network (Inter- or intranet).116

Using specific routing protocols for sensor networks, such117
as direct diffusion [13], we intend to offer a flexible and pow-118
erful way of manipulating, extracting and exchanging data in119
a sensor network. Applications access the sensor network and120
modify the underlying data dissemination behavior through an121
interface which is bith common and application independent.122
Such an interface is provided by the Web Services available123
on sink nodes.124

Our approach enables the construcion of generic sensor125
networks which are capable of meeting the requirements of a126
large range of independently designed applications. The use127

of standard protocols provides the necessary mechanisms to 128
enable the interoperability among different networks. Besides, 129
since users and applications access the sensor network through 130
a common service interface, they are shielded from the physi- 131
cal details of contacting the relevant sensor nodes, processing 132
the sensor data and sending back the results. Promoting the 133
independence between sensing data and the presentation of 134
such data to a given user, a single set of sensors, connected 135
through a communication framework, is able to provide differ- 136
ent “views” of information generated by the sensor network. 137

The present work defines the architectural components as 138
well as the WSDL elements which are needed to implement a 139
direct diffusion scheme in the proposed architecture. The ar- 140
ticle is organized as follows. Section 2 covers the background 141
concepts. Section 3 presents the related work. Then, Sections 142
4 and 5 detail the system architecture and description. Finally, 143
Section 6 outlines the conclusions and future works. 144

2. Background 145

Wireless sensor networks represent an increasingly important 146
example of distributed event systems [10]. Most of these net- 147
works work as a reliable data capture network. Data are col- 148
lected in the distributed sensors and relayed to a small number 149
of exit points, called sinks, for further processing. 150

Since the energy saving is a crucial requirement for sen- 151
sor networks, the short range hop-by-hop communication is 152
preferred over direct long-range communication to the desti- 153
nation. Therefore, the dissemination of information is carried 154
out by passing data through the several nodes which perform 155
measurements and relay data through neighboring nodes until 156
reaching one or more sink in the network. Data sent by dif- 157
ferent nodes can be aggregated in order to reduce redundancy 158
and minimize traffic and thus energy consumption. To enable 159
data aggregation in network in an efficient way, application- 160
specific code, such as data caching and collaborative signal 161
processing are to occur as close as possible to where data 162
is collected. Such processing depends on attribute-identified 163
data to trigger application-specific code and hop-by-hop pro- 164
cessing of data [9]. 165

Attribute-based naming systems offer a data-centric ap- 166
proach which differs from the traditional address-centric 167
approaches. Data-centric communication and application- 168
specific processing are the trend of networking service 169
design in sensor networks. Resource management and energy- 170
efficient routing have to be done tightly-coupled with applica- 171
tion in order to achieve energy-efficient communication [22]. 172
The next section briefly discusses the concept of data-centric 173
communication. 174

2.1. Data-centric communications in wireless 175
sensor networks 176

Data-centric addressing has been proposed for sensor net- 177
works, in which nodes are identified by the data generated by 178
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them or by their geographic location. SPIN (Sensor Protocols179
for Information via Negotiation) [16] and directed diffusion180
[13] are examples of data-centric protocols.181

Directed diffusion [13] is an example of a data-centric pro-182
tocol specifically designed for sensor networks. In directed183
diffusion, individual nodes reduce the sampled waveform gen-184
erated by a target into a relatively coarse-grained “event” de-185
scription. Such description contains a set of attributes. Appli-186
cations which request data send out interests through some187
sink in the network. These interests are also represented as188
a set of attributes. If the attributes of source nodes generated189
data match these interests, a gradient is setup within the net-190
work and data will be pulled toward the sinks. Therefore, it191
is essentially a receiver-initiated routing protocol. Interme-192
diate nodes are capable of caching and modifying data. Di-193
rected diffusion also facilitates the design of energy-efficient194
distributed sensing applications. It provides Geographic and195
Energy Aware Routing Protocol [39], which helps to define196
a closed geographic region for propagating interests that im-197
proves performance by avoiding the interest messages to flood198
the entire network.199

SPIN [16] has several similarities with directed diffusion.200
Data are named by using application-specific and high-level201
data descriptors, the meta-data, similar to the interest at-202
tributes used in directed diffusion. SPIN uses meta-data ne-203
gotiations to eliminate redundant data transmissions over the204
network. In the SPIN protocol, nodes which have new data205
advertise the data to the neighboring nodes in the network by206
using meta-data. When the neighboring node wants this kind207
of data, it sends a request to the initiator node for the data. The208
initiator node responds and sends data to the sinks. Therefore,209
SPIN is essentially a sender-initiated routing protocol.210

Despite the advantages of data-centric addressing in sensor211
networks, recent works [13,16] assume that data representa-212
tion is totally application-specific or offer schemes with low213
flexibility and expressivity. Such current approaches require214
a strong coupling between the model that is adopted for data215
and interest representation and the application querying the216
network.217

We can envision a class of future sensor networks as being218
accessed by several different applications submitting queries219
through arbitrarily localized sinks (probably through the Inter-220
net). To enable such a scenario, the network should be accessed221
through a common and application independent interface.222

The present work suggests a Web services approach for ar-223
chitecting wireless sensor networks. We propose the use of a224
service description language—WSDL [31] and the associated225
protocol—SOAP [37], both accepted as Internet standards, as226
being the basis for describing and communicating data and in-227
terests on a flexible way in a sensor network. The next section228
briefly introduces the Web services technology.229

2.2. The Web services technology230

Web services can be define as modular programs, generally231
independent and self-describing, that can be discovered and232

invoked across the Internet or an enterprise intranet. Like com- 233
ponents, Web services expose an interface that can be reused 234
without worrying about how the service is implemented. Un- 235
like current component technologies, Web services are not 236
accessed via protocols dependent on a specific object-model. 237
Instead, Web services are accessed via ubiquitous Web pro- 238
tocols and data formats, such as Hypertext Transfer Protocol 239
(HTTP [6]) and XML [33], which are vendor independent. 240

Web Services Description Language (WSDL) [31] is an 241
XML language for describing the interface of a Web service 242
enabling a program to understand how it can interact with a 243
Web service. Each Web service publishes its interface as a 244
WSDL document (an XML document) that completely spec- 245
ifies the service’s interface so that clients and client tools can 246
automatically bind to the Web service. A WSDL document 247
defines services as collections of network endpoints or ports 248
[31]. Besides, messages and port types are defined. Messages 249
are abstract descriptions of the data being exchanged, and port 250
types are abstract collections of operations. In WSDL, there 251
is a separation between the abstract definition of messages 252
and their concrete network implementation. This allows the 253
reuse of abstract definitions of messages and port types. The 254
concrete protocol and data format specification for a partic- 255
ular port type defines a reusable binding. A port is specified 256
by associating a network address with a reusable binding. A 257
service is defined as a collection of ports. 258

We can say that WSDL is a protocol specification language. 259
It is precisely what we need if we are to go beyond “fixed” 260
protocols such as IP and HTTP towards application-specific 261
protocols. 262

The SOAP protocol extends XML so that computer pro- 263
grams can easily pass parameters to server applications and 264
then receive and understand the returned semi-structured 265
XML data document. The SOAP specification has four parts 266
[37]. The SOAP envelope construct defines an overall frame- 267
work for expressing what is in a message, who should deal 268
with it, whether it is optional or mandatory, and how to sig- 269
nal errors. The SOAP binding framework defines an abstract 270
framework for exchanging SOAP envelopes between peers 271
using an underlying protocol for transport. The SOAP encod- 272
ing rules defines a serialization mechanism that can be used 273
to exchange instances of application-defined data, arrays, and 274
compound types. The SOAP RPC representation defines a 275
convention that can be used to represent remote procedure 276
calls and responses. 277

The Web services technology is based on a flexible archi- 278
tecture named SOA (service-oriented architecture [8]), which 279
defines three roles: a service requestor, a service provider and 280
a service registry. 281

A service provider is responsible for creating a service de- 282
scription, publishing that service description to one or more 283
service registries, and receiving Web services invocation mes- 284
sages from one or more service requestors. A service requestor 285
is responsible for finding a service description published to 286
one or more service registries and for using service descrip- 287
tions to invoke Web services hosted by service providers. Any 288
consumer of a Web service is a service requestor [8]. 289
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The service registry is responsible for advertising Web ser-290
vice descriptions published to it by service providers and for291
allowing service requestors to search the collection of service292
descriptions contained within the service registry. The service293
registry role is to be a match-maker between service requestor294
and service provider [8].295

Besides the roles just described, three operations are de-296
fined as part of SOA architecture: publish, find and bind. These297
operations define the contracts between the SOA roles.298

The publish operation is an act of service registration or299
service advertisement. When a service provider publishes its300
Web service description to a service registry, it is advertising301
the details of that Web service description to a community of302
service requestors.303

The find operation is the logical dual of the publish opera-304
tion. It is the contract between a service requestor and a service305
registry. With the find operation, the service requestor states306
a search criteria, such as type of service. The service registry307
matches the find criteria against its collection of published308
Web services descriptions.309

The bind operation embodies the client-server relationship310
between the service requestor and the provider [8]. It can be311
sophisticated and dynamic, such as on-the-fly generation of312
a client-side proxy based on the service description used to313
invoke the Web service, or it can be a static model, where a314
developer hand-codes the way a client application invokes a315
Web service [8].316

Besides complying with the SOA pattern, the Web service317
technology can be factored into three protocols stacks [8]:318
the wire stack (or exchange format), the description stack and319
the publish and discovery stack. To follow there is a brief320
description of each stack. It is important to note that any given321
Web service does not require the presence of all those stacks322
in order to be considered a Web service.323

� The Wire stack324
The wire stack represents the technologies that determine325
how a message is sent/received from the service requestor326
to the service provider. The stack is composed of three327
levels. The first level is a network protocol, which can be328
an Internet wire protocol, such as HTTP [6] or FTP [21], or329
sophisticated enterprise-level protocols such as RMI/IIOP330
[19]. The second level is the data encoding mechanism.331
Web services use XML for data encoding. The third level332
refers to XML messaging layers. For XML messaging,333
Web services use SOAP [37], which acts as a wrapper to334
XML messages, in order to guarantee a solid, standard-335
based foundation for Web services communication.336

� The Description Stack337
The key element of SOA is the service description. The338
service description is published by the provider through339
the publish operation and it is retrieved by the requestor as340
a result of the find operation. The service description in-341
forms the requestor everything it needs to know in order to342
invoke the Web service. The service description also indi-343
cates what information (if any) is returned to the requestor344
as a result of the Web service invocation.345

The main goal on service description is to provide informa- 346
tion about a service that are important to the service requestor. 347
In Web services, XML is the basis of service description. The 348
XML Schema specification (XSD) [34] defines the canonical 349
type system. Besides this level, the next levels of the stack 350
are the descriptions of the service interface, the service con- 351
crete mapping and the service endpoint. All of those levels 352
use WSDL [31]. With WSDL, a developer describes the set 353
of operations supported by a Web service, including the kinds 354
of objects that are expected as input and output of such op- 355
erations, the various bindings to concrete network and data 356
encoding schemes. An endpoint defines the network address 357
where the service itself can be invoked. 358

Due to being an XML language, WSDL is a very flexible 359
model for services descriptions but it is also rather verbose. For 360
most applications the XML verbosity is not a problem. Sensor 361
networks applications, however, are different. A typical sensor 362
device has very limited processing power and memory capac- 363
ities, and, most importantly, has a very slow communications 364
channel available. Therefore, a more compact mechanism for 365
data representation is needed. One example of such a mech- 366
anism is the WAP Binary XML Content Format (WBXML 367
[32]). This format defines a compact binary representation for 368
XML [33], intended to reduce the size of XML documents for 369
transmission and to simplify parsing them. 370

� The publish and discovery stack 371
This stack corresponds to the directory service for Web 372
services. Service providers need a publication mechanism 373
so that they can provide information about the Web ser- 374
vices they offer and service requestors need well-defined 375
find APIs for using such Web services. The UDDI standard 376
[28] is the proposed technology for Web services directory. 377

3. Related work 378

Several works on data centric communication are based on 379
localized algorithms in order to reduce redundancy, saving 380
energy. Localized algorithms are distributed algorithms that 381
achieve a global goal by communicating with nodes in some 382
neighborhood only [23]. Directed diffusion [13] and SPIN 383
[16] are two representative localized algorithms specifically 384
designed for sensor networks. Both are data-centric protocols 385
and assume a strong coupling between the components of data 386
dissemination and application-specific features. 387

We propose a generic architecture for sensor networks 388
based on well-known standards for data description. By us- 389
ing an underlying data dissemination protocol, such as SPIN 390
or directed diffusion, our architecture provides a flexible and 391
application-independent solution for sensor network design. 392
We promote a clear distinction between application and data 393
communication functionalities, while still enabling the ap- 394
plication to dynamically change the underlying network be- 395
havior. The interaction between the application and the com- 396
munication protocol will be achieved through well defined 397
interfaces. 398
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Recent works address naming and service discovery for399
heterogeneous networks of devices. Most of these works rely400
on IP-based communication, and do not consider dynamic and401
resource constraint environments such as sensor networks.402
Universal Plug-and-Play [30] uses a subset of XML to de-403
scribe resources provided by devices. It is limited to TCP/IP404
networks. Service Location Protocol (SLP) [20] facilitates the405
discovery and use of heterogeneous network resources using406
centralized Directory Agents. The Berkeley Service Discov-407
ery Service (SDS) [5] extends this concept with secure, au-408
thenticate communications and a fixed hierarchical structure409
for wide area operation. Centralized repositories and fixed hi-410
erarchies do not fit well to sensor networks. Our proposal is411
totally distributed and based on lightweight protocols.412

The Intentional Naming System is an attribute-based name413
system which operates in a overlay network over the Internet414
[1]. It provides a method based on late binding to cope with415
dynamically located devices. Despite of having several fea-416
tures desirable for sensor networks, INS was designed for417
more generic mobile networks, offering a sophisticated hier-418
archical attribute matching procedure.419

Our proposal has similarities with [7,17,38], which are420
database approaches for sensor networks. In [38] the sensor421
computation capabilities are exploited to execute part of the422
query processing inside the network, using query proxies. In423
[7] a SQL-like declarative language is proposed for users who424
submit queries to a sensor networks. In [17], a sensor network425
architecture based on the concepts of virtual databases and426
data-centric routing is proposed. The main difference between427
such works and ours is that we propose a totally distributed428
service approach, based on ubiquitous standards. Exposing429
sensor functionalities as services offers a more flexible ar-430
chitecture when comparing to SQL queries. Besides that, our431
proposal addresses interoperability among different systems,432
which is not easily achived through a database approach.433

4. System architecture434

Our work proposes a generic and flexible architecture for sen-435
sor networks based on the Web services technology. Web ser-436
vices are built according to the service-oriented architecture437
(SOA pattern) and they can be described by a trio of interop-438
erability stacks [8]. Sections 4.1 and 4.2 describe the physical439
components of the proposed system and the roles played for440
those components according to the SOA pattern. Section 4.3441
describes the system elements according to the Web services442
interoperability stacks.443

4.1. System physical components444

In a generic sensor network, the component nodes can have445
different functionalities, which are:446

� Specialized sensor devices of different types (seismic, tem-447
perature, light, motion): detect and collect specific envi-448
ronmental data.449

Figure 1. System architecture.

� Routing nodes: receive and transmit data from/to neighbor 450
nodes. 451

� Aggregator nodes: gather received data before transmis- 452
sion, in order to save transmission energy. The aggregation 453
is accomplished through specific filters for each sensor 454
type and for each application. 455

� Sink nodes: receive queries from applications and extract 456
information from the sensor network to meet the queries. 457
In general, they are nodes with larger processing power 458
and storage capacity. 459

In our system, the two main physical components are the 460
sensor nodes and the sink nodes (figure 1). A sensor node 461
contains one or more specialized sensing devices. In addition 462
to it, it has routing and aggregation capabilities. Thus, the 463
routing function is distributed among all nodes. The work 464
also assumes that all sensor nodes have enough processing 465
and storage capacities to store and execute aggregation filters. 466

Sink nodes provide application interfaces through which 467
external systems can obtain sensor network collected infor- 468
mation. Such interfaces can be accessed both locally or re- 469
motely. Sink nodes can also aggregate data, but they do not 470
have sensor devices. We assume that they are more powerful, 471
regarding processing and communication capabilities, than 472
sensor nodes. 473

4.2. System architecture according to SOA 474

The proposed system architecture is based on the concept of 475
service-oriented architecture [8]. A user application querying 476
data from a sensor network plays the role of a service re- 477
questor. Sink nodes act primarily as service providers to the 478
external environment. They provide the service descriptions 479
of the whole sensor network, and they offer access to such ser- 480
vices. At the same time, sink node act as requestors to sensor 481
nodes, that request their specialized services, in order to meet 482
the user application needs. Sensor nodes are service providers 483
which provide data and filters. Sensor nodes send their ser- 484
vice descriptions to sink nodes, thus they execute the basic 485
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Figure 2. SOA roles in the proposed architecture.

publish operation. Sink nodes also act as registries, that keep486
a repository with service descriptions of each sensor type that487
exists in the sensor network (figure 2).488

In our system, the functionality of the publish operation489
is accomplished through the Publish content operation,490
and the functionalities of find and bind operations are both491
accomplished through the Subscribe interest operation492
(see Section 4.3.2). Such operation is translated by the sink to493
a find operation followed by a bind with the sensor nodes that494
can meet the application request.495

4.3. Interoperability stacks496

In our system, the wire stack is composed of the SOAP pro-497
tocol and an underlying data dissemination protocol, the di-498
rected diffusion [13] protocol. The description stack is based499
on WSDL documents. The functionalities of publish and dis-500
covery stack are accomplished by a software module that is501
executed in sink nodes. Sections 4.3.1 and 4.3.2 detail the wire502
and description stacks. We do not describe the discovery stack503
in detail since it is not relevant for our current work.504

4.3.1. The wire stack: The communication framework505
Users applications interested in submitting queries to the sen-506
sor network must access some sink node. The communication507
between user applications and sink nodes can be accomplished508
through conventional TCP/IP sockets. Applications must gen-509
erate a SOAP message which describes the user interests. Such510
a message is generated based on network WSDL documents511
stored in the sink repository. Since WSDL is an open and512
ubiquitous standard for services description, there are many513
tools [12,26] for automatic generation of SOAP proxies in or-514
der to use WSDL descriptions in applications. Proxies build515
SOAP messages and receive query results, thus representing516
the interface between applications and sink nodes. The inter-517
action between user applications and the system is one of the518
kind application-application, providing more flexibility than519
a direct user interface. Instead of submitting queries in a pre-520
defined format, which is specified through the user interface,521

applications have freedom for choosing the way they want the 522
data is collected and delivered. 523

All communication inside the sensor network is accom- 524
plished by using direct diffusion and formatted as SOAP mes- 525
sages. The sending and receiving of SOAP messages by a 526
SOAP node is mediated by a binding to an underlying pro- 527
tocol. SOAP messages can be transported by using a variety 528
of underlying protocols. SOAP Version 1.2 Part 2: Adjuncts 529
[35] includes the specification for a binding to HTTP. Addi- 530
tional bindings can be created by specifications that conform 531
to the binding framework introduced in [36]. In our system 532
we define a SOAP-Diffusion binding. 533

The SOAP protocol is responsible for defining exchanging 534
rules and messages format in our system. In order to reduce 535
the messages size, thus saving energy in sending/receiveing, 536
the XML compact binary representation [32] is adoted for 537
SOAP messages exchanged inside the sensor network 538

Both SOAP module and directed diffusion model must be 539
present in every node in the network. 540

� SOAP Module 541

The SOAP module in our system is composed of three main 542
components: the SOAP engine, a set of handles and a bind- 543
ing with the underlying protocol. The SOAP engine acts as 544
the main entry point into the SOAP module. It is responsible 545
for coordinating the way how SOAP messages flow through 546
the handles and for ensuring that SOAP semantics is followed. 547
Handles are the basic building blocks inside the SOAP module 548
and they represent the messages processing logic. Three kinds 549
of handles are defined: common handles, transport handle and 550
Web services specific handle. Common handles are respon- 551
sible for message marshalling/unmarshalling, header and at- 552
tachment processing, serialization, data type conversion, and 553
other basic functions. The transport handle Matching Data 554
was specifically built for the message sending and receiving 555
through the directed diffusion protocol. The handle Match- 556
ing Filter represents the activation of application-specific 557
filters inside the network. More details about the use of spe- 558
cific handles are described in Section 5. 559

Sink nodes contain common handles only. Sensor nodes 560
contain, besides common handles, the transport handle 561



UNCORRECTED
PROOF

A SERVICE APPROACH FOR ARCHITECTING APPLICATION INDEPENDENT WIRELESS SENSOR NETWORKS 217

Matching Data and the Web services specific handle562
Matching-Filter.563
� Directed Diffusion Module564

For communication among all sensor network components565
the directed diffusion protocol [13] is used. We suppose the ex-566
istence of interest propagation through the network, gradient567
configuration in nodes and data that match interests being dis-568
seminated based on gradients. We also suppose the existence569
of filters which represent application-specific, in-network pro-570
cessing. With our architecture, we achieve a clear separation571
between communication and data processing functions. We572
modified the basic diffusion model in order to reflect such a573
separation.574

The current directed diffusion model [13] consists of a core575
diffusion layer, a diffusion library and the application layer576
which includes applications and filters. The core diffusion577
layer is used to receive/send out packets from/into the network.578
The library provides an interface for the overlying application579
classes. Through this interface, applications publish data and580
subscribe interests [24].581

Our system uses the core diffusion layer as its basic data582
dissemination protocol. Gradients configuration, matching583
data to interests and matching data to filters functionalities are584
part of the diffusion. They are kept although the representation585
model for data, interests and filters is changed. Attributes that586
describe data, interests and filters are represented through the587
WSDL language, and the matching functions are carried out588
by SOAP handles. Gradients and application-specific filters589
are implemented as software modules.590

In spite of being based on the directed diffusion pro-591
tocol, the proposed architecture relies on well defined and592
independent functional modules that communicate through593
well defined interfaces. Therefore, the system could be easily594
adapted to be used with other underlying data dissemination595
protocols.596

4.3.2. The services description stack: WSDL documents597
Generic services that are provided by a sensor network are598
described through a WSDL document. In that document, port599
type elements contain the both types of service descriptions:600
services provided by sensor nodes and services provided by601
sink nodes. Each service port type contains operations that602
can be thought as system APIs. Operations contain parame-603
ters that are defined in the document through messages and604
elements. Bindings of operation definitions to its concrete im-605
plementation are to be defined according to the underlying606
protocol. The WSDL language allows a binding to be de-607
fined through SOAP or directly to a lower level protocol. The608
operation implementation place is indicated by a port that609
can be identified by any unique identifier, such as a device610
address.611

The operations defined for the Web services specified in612
our system are: (i) Publish Content: used by the sensor node613
to create and disseminate a SOAP message which contains614
its service descriptions; (ii) Publish Data: used by sensor615
nodes to create SOAP messages that communicate generated616
data; (iii) Subscribe Interest: used by an application to sub-617

mit a query to a sink node; (iv) Subscribe Filter: used by 618
an application in a sink node to inject a new filter in the 619
network. 620

5. System description 621

Sensor networks have an initial setup stage, that comprises 622
four different phases: deployment, activation, local organi- 623
zation and global organization [29]. Deployment can be as 624
diverse as establishing one-to-one relationships by attaching 625
sensor nodes to specific items to be monitored [2], covering 626
an area with locomotive sensor nodes [11], or throwing nodes 627
from an aircraft into an area of interest [27]. Due to their large 628
number, nodes have to operate unattended after deployment. 629
For energy saving, sensor nodes reside in a sleep state until the 630
deployment. Therefore, sensors need to undergo an activation 631
phase after they are scattered in the target area. The local orga- 632
nization phase includes the neighbors’ discovery. During the 633
global organization phase, nodes establish the communication 634
path to some sink in the network. It is essential that all nodes 635
reach a sink through some path so that their data can be de- 636
livered to the application. After the organization phase, each 637
node might to be able to know and distinguish the nearby 638
nodes. Any unique identifier can be used as a node identi- 639
ficator, as for example, its MAC address or a device serial 640
number. 641

Our system operates according to three steps, described 642
as follows. Step 1 is the network initial configuration and it 643
occurs during the local and global organization phases that 644
have already been described. Steps 2 and 3 are based on the 645
working stages of directed diffusion protocol [13]. We discuss 646
each one of those steps in the next sections and the figure 3 647
presents a sequence diagram describing the sytem operation 648
according to such steps. 649

5.1. Step 1: Initial set up 650

In our system, during the local and global organization phases, 651
nodes exchange SOAP configuration messages (figure 4), 652
that describe the services (data and filters) supplied by them. 653
Such messages include the node and network identification 654
(the latter is used when there are several interconnected sen- 655
sor networks), a TTL (sensor time-to-live), sensor type (s), 656
geographical location, current amount of energy, maximum 657
and minimum confidence degrees, maximum and minimum 658
acquisition intervals (data rate), node existing filters and spe- 659
cific information of each sensor type. The SOAP configura- 660
tion message is broadcasted into the network by using the 661
diffusion core functionality. When a sensor node receives a 662
configuration message, it can decide wheater to transmit it 663
or not. If the message describes a sensor type that matches 664
the sensor node own features or if a similar message has 665
already been sent, the node does not need to transmit it 666
again. 667

Sink nodes store the content of received configura- 668
tion messages in a soft-state based local repository. It is 669
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Figure 3. Sequence diagram describing the system operation.

important that every sink in the network has the complete670
knowledge on all existent sensor types. Sinks exchange671
messages periodically, so that all sinks contain the same672
information.673

Since configuration messages traverse intermediaries674
nodes until reaching a sink, such nodes can also store messages675
exploiting their content, for example, by extracting geographic676
and energy information when disseminating interests through677
the network. The information about sensor geographical lo-678
cation can be used when the underlying diffusion protocol679
implements some kind of location-based routing optimiza-680
tion [39]. The directed diffusion protocol can be further opti-681
mized considering the sensor current energy in the decisions682
about routing. The optimization procedures based on geog-683
raphy location or current energy are included as filters in the684
network, and are executed only when the application asked685
for it.686

5.2. Step 2: Interest advertisement687

Applications that request data from a sensor network should688
subscribe an interest in some sink. An interest contains689
the sensor type, the data type, the geographical location690

of interest, the acquisition interval (data rate) and the ac- 691
quisition duration. For time critical applications, a thresh- 692
old value can be included, as a limit from which sen- 693
sors must inform data, regardless the current acquisition 694
interval. 695

Applications can request the activation of application- 696
specific filters, which are already deployed in nodes. Further- 697
more, new filters can also be on-the-fly injected as programs 698
in the network. A filter contains an identifier and a list of 699
data types with their respective values. The filter identifier 700
is used to trigger the execution of an already existing pro- 701
gram in the sensor node when such node receives data that 702
match values which are specified in the filter. When inject- 703
ing a new filter, the program filter itself is transported as an 704
attachment in a SOAP message (SOAP attachment capacity 705
[37]). 706

SOAP messages that advertise interests (figure 5) are dis- 707
seminated in the sensor network by using the diffusion core 708
and the diffusion gradient functionalities [24]. When a sensor 709
node receives an interest message, the handleMatching Data 710
in the SOAP module verifies if the interest matches some sen- 711
sor provided data. The handle extracts from the message all the 712
parameters needed for configuring the gradients, according to 713
the adopted diffusion model [13]. 714
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Figure 4. SOAP configuration message.

5.3. Step 3: Data advertisement715

A sensor generates data in an initial rate which is specified in716
the configuration message. The sensor only sends SOAP data717
advertisement messages if there is some active gradient which718
represents an interest that matches its own data type. The sen-719
sor changes the acquisition interval according to the received720
SOAP interest message. When detecting data for which it has721
received an interest, the sensor will issue a data advertise-722
ment message, which is delivered to the underlying diffusion723
protocol.724

SOAP messages advertising data (figure 6) contain the 725
data type, the instance (or value) of that type that was de- 726
tected, the sensor current location (sensors can be mobile), 727
the signal intensity, the confidence degree in the accomplished 728
measurement, a timestamp, and the current sensor amount of 729
energy. 730

Message dissemination involves a matching stage between 731
data and interests, and the possible execution of filters. The 732
matching data to interest stage is accomplished by the han- 733
dle Matching Data (step 2). The handle Matching Filter 734
matches data to filters and dispatches the filters execution 735

Figure 5. SOAP interest advertisement message.
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Figure 6. SOAP data advertisement message.

whenever it is necessary. The resulting (possibly aggregated736
or filtered) data is delivered to the diffusion layer as a new737
SOAP data advertisement message to be disseminated along738
the network.739

6. Conclusions740

In this paper, we presented a service based architecture for741
designing sensor networks. We state that the future wireless742
sensor networks should provide a ubiqutuos, standardized ac-743
cess through a common and application independent interface.744
The contributions of this work are three-fold. First, we pro-745
pose generic architecture in which the data communication746
functionality is separated from the application-specific pro-747
cessing. Second, we have defined a Web services approach748
for wireless sensor networks, in which sink nodes are mod-749
eled as Web Services that expose the services provided by750
the network by using a standard service interface. Third, we751
propose the use of the WSDL language and SOAP protocol,752
already recognized as Internet standards, as the mechanisms753
for describing services and formatting messages which are754
used by the underlying communication protocol.755

The proposed approach offers high expressiveness and flex-756
ibility when designing sensor networks, allowing the inter-757
operability of heterogeneous sensor. In our approach, sensor758
networks can be used as a system for supplying data for dif-759
ferent applications and users. Our main goal is providing the760
underpinning for building more general purpose networks, in-761
stead of strictly task-specific ones, in order to assist a large762
range of users, possibly spread all over the world, who share763
a common interest in a specific application area.764

Since energy saving is a key element in WSN design, our765
proposal depply relies on keeping the energy spent amount on766
the same level as current WSN systems. In particular, commu-767
nication energy cost is expected to be significantly higher than768
local computation cost [9]. Therefore, the additional process-769
ing needed for parsing SOAP messages should be insignifi-770
cant to the system. For this reason, our approach addresses771
energy saving in data transmission by adopting a compact

binary XML format in the messages exchanged inside the 772
WSN. 773
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